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What is Networking?
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Data Plane / Control Plane separation

Network has always been ‘programmed’



In the DP, why programmability?

1) Complexor “slow” functionality
2) Feature not mature or well defined CPUSs FPGAS NPUS Multicore e I R

3) Innovation
Costof Programmability decreasing!!!

In the DP, why not programmability?

1) Performance /Power/ Cost ASICS
2) Latency

Costof ASICs increasing!!!



What to do without programmability?

* Force everybodytoo agree before implementing

VERY LIMITED INNOVATION
and only few can do it
(clear roadmap)

IETF/IEEE implement adopt

4-7 year innovation cycle

What to do with programmability?

* Innovate and evangelize

: EXPLOSIONIN INNOVATION
implement evangelize adopt and everybody can do it
(market confusion)

4-7 year adoption cycle



Programmability and technology
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(performance) Pentium PRO, 1MB cache, year 1995

Networking is memory, more than compute



But... what happens when we aggregate?




Solving the performance problem
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Solving the Aggregation problem

in the network

at the edge



Programmability? Who? How?

... many others

Compilers, abstractions, tools

Lot of work and maturity still needed...



But... Programming can mean many things
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Composability and Standard Interfaces lead to ecosystems

Netﬁ‘lter components
2an Engelnand:, i

Iast updated 2014-02-28 finitak: 2008-06-17)

Netfilter, Linux Kernel, 1998
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Cisco networking icons
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Fig. 8 An TP router eonfiguration.

Click Modular Router, MIT, 1999
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OpenFlow Controller
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OVS, 2009
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Aspects of successful networking communities

- Fill a niche.

- Multipurpose.

- Make things that were difficult easy.
- Useful for academia and industry.

- Responsive core maintainers.

- Assemble over time.



EBPF community

Use Networking Security Obs_lgrr;/?itr)]igl]ity &
Cases
- Fill a niche. WeBPF ke #
- Multipurpose. Frelects '
- Make things that were difficult easy. % cBPF gheare || o
- Useful for academia and industry. User Gcos® L
. . . Space SDKs Application
- Responsive core maintainers.
- Assemble over time. Y =

- Security Controls

Runtime - Networking
Maps HeBPF ~ Network Security
& s - Load Balancing
- a

Kernel Helper API - Behavioral Security
Kernel Runtime

Kernel



Open vSwitch community

2]

o

% OVSDB OpenFlow Tables
- Fill a niche. = .

- Multipurpose. e B — .
- Make things that were difficult easy. First Packet | Gonnirack) {Baianga ] [mm ™~
- Useful for academia and industry. Subsequent Megaflow Table
- Responsive core maintainers. Packets >
- Assemble over time.
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